OPTIMIZATION-BASED COOPERATIVE MULTI-ROBOT TARGET TRACKING WITH REASONING ABOUT OCCLUSIONS
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ABSTRACT. We introduce an optimization-based control approach that enables a team of robots to cooperatively track a target using onboard sensing. In this setting, the robots are required to estimate their own positions as well as concurrently track the target. Our probabilistic method generates controls that minimize the expected future uncertainty of the target. Additionally, our method efficiently reasons about occlusions between robots and takes them into account for the control generation. We evaluate our approach in a number of experiments in which we simulate a team of quadrotor robots flying in three-dimensional space to track a moving target on the ground. Our experimental results indicate that our method achieves 4 times smaller average maximum tracking error and 3 times smaller average tracking error than the next best approach in the presented scenario.

KEYWORDS: Cooperative multi-robot control, target tracking, sensor-based navigation, trajectory optimization.

1. INTRODUCTION

Tracking a moving target has many potential applications in various fields. For example, consider a search and rescue scenario where autonomous ground robots are deployed to assist disaster victims but they are not able to localize themselves in an unknown environment. In this case, one could use flying robots that due to their higher altitude can take advantage of, e.g., GPS signals on the one hand and can help to localize the ground robots by observing them on the other hand. Although it comes at the cost of higher complexity in motion planning, using multiple cooperatively controlled robots in this setting provides undisputed advantages, such as increased coverage, robustness to failure and reduced uncertainty of the target.

Consider a scenario depicted in Fig. 1 where a team of aerial robots equipped with onboard cameras is tasked with tracking and estimating the position of a mobile robot with respect to a global frame of reference. The ideal cooperative control algorithm for this team would take into account all visibility constraints and uncertainties in order to establish a configuration of quadrotors that enables to propagate position information from the global sensors through the quadrotors to the target.

The novel contributions of this paper are as follows: a) we extend the approach from [1] by taking into account sensing discontinuities caused, for example, by occlusions in different multi-robot configurations in a manner that is amenable to continuous optimization, and b) we generate controls in 3 dimensions for all the quadrotors, hence there is no need for additional reasoning about potential multi-robot sensing topologies. We evaluated our approach in a number of simulations and compared it to our previous method in which we introduced cooperative multi-robot control with switching of sensing topologies [2].

2. RELATED WORK

The task of cooperative target tracking has been addressed in various ways. Many researchers considered centralized [3, 4], decentralized [5, 6], and distributed [7, 8] approaches to control multiple aerial or ground robots. Nevertheless, all of the above approaches do not take into account the position uncertainty of the robots that are deployed to perform the tracking task. The position of the robots is assumed to either be known or independently obtained with high accuracy. In this work, we consider both, the position uncertainty of the tracked target as well
as the uncertainty in the robots’ poses, which effectively eliminates the need of a highly accurate external tracking system.

The problem of target localization is very similar to the task of target tracking. There have been many authors that worked on target localization [2][3] in a multi-robot scenario with onboard sensing. It is worth noting that these approaches are implemented in a distributed fashion which makes them well-suited for multi-robot scenarios with limited communication. One of the simplifications introduced in these approaches, however, is to limit the robots to planar movements [2] and disable the possibility that the robots can be perceived by each other. In our work, we relax these assumptions and show how to cope with occlusions between different robots.

3. APPROACH

We propose a centralized approach where we jointly estimate the positions of the quadrotors and the target using an EKF. First, we describe our state estimation technique to then focus on the control generation and reasoning about occlusions.

3.1. STATE ESTIMATION WITH EKF

3.1.1. SYSTEM PARAMETRIZATION

The state at time $t$ consists of the individual quadrotor poses $x_i(t)$, $i \in [1, n]$ and the target pose $x^{(\text{target})}_t$. Let $u_i(t)$ be the control input applied to the $i$th robot at time $t$. The joint state and control input are defined as:

$$
\begin{align*}
\mathbf{x}_t &= [x_1(t), \ldots, x_n(t), x^{(\text{target})}_t] \\
\mathbf{u}_t &= [u_1(t), \ldots, u_n(t)]
\end{align*}
$$

Let $\Sigma_t$ be the uncertainty covariance of the joint state.

The dynamics and measurement models for the joint state are given by the stochastic, differentiable functions $f$ and $h$:

$$
\begin{align*}
x_{t+1} &= f(x_t, u_t, q_t), \quad q_t \sim N(0, Q_t) \\
z_t &= h(x_t, r_t), \quad r_t \sim N(0, R_t)
\end{align*}
$$

where $q_t$ is the dynamics noise, $r_t$ is the measurement noise, and they are assumed to be zero-mean Gaussian distributed with state-dependent covariances $Q_t$ and $R_t$, respectively.

We consider two types of sensors and corresponding measurements: absolute (global) measurements, e.g., GPS, and relative measurements between two quadrotors or a quadrotor and the target, e.g., distance or relative pose measurements. The stochastic measurement function of the absolute sensors is given by:

$$
z^{(i)}_t = h^{(i)}(x^{(i)}_t, \mathbf{r}^{(i)}_t)
$$

while the relative sensor model is:

$$
z^{(i,j)}_t = h^{(i,j)}(x^{(i)}_t, x^{(j)}_t, \mathbf{r}^{(i,j)}_t)
$$

All measurement functions can be naturally extended for the joint state [12].

3.1.2. UNCERTAINTY MODEL

Given the current belief $(x_t, \Sigma_t)$, control input $u_t$ and measurement $z_{t+1}$, the beliefs evolve using an EKF.

In order to model the discontinuity in the sensing domain, which can be caused either by a limited field of view or occlusions, we follow the method from [1] and introduce a binary vector $\delta_t \in \{0,1\}$. The $k$th entry in the vector $\delta_t$ takes the value 1 if the $k$th dimension of $z_t$ is available and a value of 0 if no measurement is obtained. We detail the method for computing $\delta_t$ in Sec. 3.3.

The EKF update equations are as follows:

$$
\begin{align*}
x_{t+1} &= f(x_t, u_t, 0) + K_t(z_t - h(x_t)) \\
\Sigma_{t+1} &= (I - K_t H_t) \Sigma_t \\
K_t &= \Sigma_{t+1} H_t^T (\Delta_t H_t \Sigma_{t+1} H_t^T + W_t R_t W_t^T)^{-1} \Delta_t \\
\Sigma_{t+1} &= A_t \Sigma_t A_t^T + V_t Q_t V_t^T \\
A_t &= \frac{\partial f}{\partial x}(x_t, u_t, 0), \quad V_t = \frac{\partial f}{\partial q}(x_t, 0) \\
H_t &= \frac{\partial h}{\partial x}(x_{t+1}, 0), \quad W_t = \frac{\partial h}{\partial q}(x_{t+1}, 0),
\end{align*}
$$

where $\Delta_t = \text{diag}[\delta_t]$ and $z_t$ is a measurement obtained at time step $t$.

It is worth noting that the Kalman gain update in Eq. 5c includes the binary matrix $\Delta_t$ to account for discontinuities in the sensor domains. Furthermore, we apply the Markov assumption [13] that the measurements are conditionally independent given the joint state. Thus, the individual measurements can be separately fused into the belief using the EKF update equations.

3.1.3. DYNAMICS MODEL

We assume that the orientation of the quadrotors is fixed and one can only control their 3D position. The dynamics of an individual quadrotor is given by:

$$
f^{(i)}(x^{(i)}, u^{(i)}, q^{(i)}) = x^{(i)} + u^{(i)} \Delta t + q^{(i)}$

where $x^{(i)}, u^{(i)} \in \mathbb{R}^3$ are the 3D position and velocity and $\Delta t$ is the length of a time step. For modeling the target motion, one can apply a standard uncontrolled motion model. In this work, we assume a constant velocity motion model.

3.1.4. OBSERVATION MODEL

The cameras are assumed to be at the center of each quadrotor facing down. The absolute sensor provides the 3D position of the observed quadrotor/target as a measurement:

$$
h^{(i)}(x^{(i)}_{t}, r^{(i)}_{t}) = x^{(i)}_{t} + r^{(i)}_{t}
$$

The relative sensor model provides the position of the (observed) $j$th quadrotor/target relative to the (observing) $i$th quadrotor:

$$
h^{(i,j)}(x^{(i)}_{t}, x^{(j)}_{t}, r^{(i,j)}_{t}) = (x^{(j)}_{t} - x^{(i)}_{t}) + r^{(i,j)}_{t}.
$$

3.2. CONTROL GENERATION USING OPTIMIZATION

At each time step $t$ we seek a set of control inputs $u_{t:T=t+h}$ that for a time horizon $h$ minimizes the uncertainty of the
The absolute/relative position of a quadrotor/target may not be observable due to occlusions from other quadrotors and the limited field-of-view of the sensor. As previously mentioned, we model this discontinuity with the binary approximation of the measurement availability \( \delta \). In order to make the objective function differentiable, we approximate the sigmoidal approximation. The sigmoidal function is given by:

\[
\eta = \frac{1}{1 + \exp(-\eta \cdot sd^{(i,j)}(x))}
\]

where \( \eta \) is a user-defined scalar weighting parameter and \( sd^{(i,j)}(x) \) is the signed distance of the quadrotor/target to the field-of-view.

For more details on the sigmoidal approximation of the availability of the measurement we refer the reader to [1].

To calculate the signed distance of \( x^{(j)} \) to the field-of-view of \( x^{(i)} \), we first represent the field-of-view as a truncated view frustum with a minimum and maximum distance given by the sensor model as depicted in Fig. 3. If \( x^{(j)} \) is outside of the view frustum, \( sd^{(i,j)}(x) \) is the distance of \( x^{(j)} \) to the view frustum as shown in the right part of Fig. 2. If \( x^{(j)} \) is inside the view frustum and there are no occlusions, the signed distance is computed as shown in the left part of Fig. 2. In the presence of occlusions, we first determine the shadows of all the occlusions in the plane of \( x^{(j)} \). In the next step, we use an open source 2D polygon clipping library - GPC\(^{1}\) to generate the 2D polygon field-of-view, and then calculate the signed distance. Fig. 3 shows an example of a signed distance function in the presence of an occlusion.

\[ \delta^{(i,j)} = \frac{1}{1 + \exp(-\eta \cdot sd^{(i,j)}(x))} \]  

4. Evaluation and Discussion

We evaluate our approach in a number of simulation experiments. The simulation environment consists of a global down-looking camera attached 4 meters above the origin of the coordinate system, a ground robot target and a varying number of quadrotors equipped with down-looking cameras. Each quadrotor is controlled through the velocity commands \( u^{(i)} = [u_x, u_y, u_z] \). The state of the target consists of its position and velocity \( x^{(targ)} = [x, y, z, v_x, v_y, v_z] \) and the target moves on the XY-plane in a figure-eight trajectory (see Fig. 1). The length of the simulation time step is equal to 0.1s. All camera sensors in this setup have the same properties as described in Sec. 3.1.4 and can detect objects in a 3-meter high truncated pyramid. Consequently, the global camera is not able to see the target directly. The camera measurement standard deviation is set to 0.02m for translation and 0.001rad for orientation. In addition, the measurement covariance scales quartically with the distance to the measured quadrotor. In order to make simulations

\[ \text{http://www.cs.man.ac.uk/~toby/gpc/} \]
4.1. EXPERIMENTS

4.1.1. SAMPLING VS. OPTIMIZATION EXPERIMENT

We compare our optimization based control generation with random sampling and lattice planners. Random sampling methods randomly sample controls to generate trajectories while lattice planners draw samples from a predefined manifold, which in our case was a sphere with radius equal to the maximum allowed control effort. For both methods, the cost of each resulting trajectory is evaluated and the controls corresponding to the minimum cost trajectory are executed. Fig. 4 shows the statistical results of the comparison between the sampling method, lattice sampling method and our approach for 3 quadrotors. In order to make a fair comparison for the sampling methods, we chose the number of samples such that the execution times per one optimization step of all the methods were similar and we averaged the results over 10 runs. One can notice a significantly larger tracking error and the trace of the target covariance in performance of both of the sampling methods compared to the trajectory optimization approach.

4.1.2. OPTIMIZATION WITH OCCLUSIONS EXPERIMENT

To evaluate the importance of considering occlusions, we evaluated our method with and without reasoning about occlusions for a team of 3 quadrotors (Fig. 4) and measured the target covariance and target tracking error. Of note is the higher uncertainty in Fig. 4(top) than Fig. 4(bottom) at the beginning, middle, and end of the target trajectory. When not considering occlusions, the error is higher at these segments because these segments are directly underneath the global camera, which leads to a crowded space. In this scenario, when not considering occlusions in the optimization, the quadrotors block each other’s views, resulting in worse tracking error as compared to considering occlusions in the optimization.

4.1.3. TOPOLOGY SWITCHING EXPERIMENT

We compare the method proposed in this paper to our previous target tracking method that introduced level-based sensing topologies and an efficient topology switching algorithm [2]. In this approach, the quadrotors are organized on different levels with an assumption that each level can only sense the adjacent level below it. At each time step the algorithm determines the planar controls for each of the quadrotors as well as determines whether to switch to one of the neighboring topologies by moving one of the quadrotors by one level up or down. This approach was introduced in order to avoid the reasoning about occlusions between quadrotors at different altitudes.

In order to make our approach and the level-based approach comparable for standard quadrotors, we introduce a length 3 time step delay for the topology switch in order to realistically simulate a real quadrotor adjusting altitude. The performance of both algorithms is depicted in Fig. 5. The quadrotors perform better when explicitly reasoning about occlusions with our approach. This phenomenon can be explained by the fact that our novel approach can create a greater variety of sensing topologies compared to our previous approach.

Figure 4. Comparison between not taking occlusions into account in the optimization step (top) and accounting for occlusions using the signed distance function presented in this work (bottom). Statistics and 95% confidence intervals over 10 runs with 3 quadrotors. Taking occlusions into account is beneficial especially at the spots right below the global camera (i.e. start, middle and the end of the trajectory).

Figure 5. Target tracking results for our previous level-based approach [2] (top) and the hereby presented method without explicitly reasoning about sensing topologies (bottom). Statistics and 95% confidence intervals over 10 runs with 3 quadrotors.

more realistic, we also introduce motion noise with standard deviation equal to 0.1 m/ s. An example of a system setup with the field of view of each camera is depicted in Fig. 1. Our system aims to estimate the position of the target as accurately as possible by actively controlling the quadrotors.
We presented an optimization-based probabilistic multi-robot target tracking approach to fully decentralized, distributed planning. Finally, we would like to further demonstrate the applicability of our approach in a real robot scenario.

4.1.4. Average Error Comparisons

Table 1 shows the statistics of the average tracking error and maximum average tracking error for different approaches tested in our experiments. It is worth noting that our approach achieved 4 times smaller average maximum tracking error than the next best method, the level-based approach. Our method also achieves a 3 times smaller average tracking error compared to the level-based approach.

5. Conclusions and Future Work

We presented an optimization-based probabilistic multi-robot target tracking approach that efficiently reasons about occlusions. We evaluated our approach in a number of simulation experiments. We have compared our method to other baseline approaches such as random sampling, lattice sampling, and our previous work on sensing topologies. Our experimental results indicated that our method achieves 4 times smaller average maximum tracking error and 3 times smaller average tracking error than the next best approach in the presented scenario.

In future work, we plan to extend our centralized planning approach to fully decentralized, distributed planning. This is advantageous in multi-robot settings with limited communication. Finally, we would like to further demonstrate the applicability of our approach in a real robot scenario.

References


